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Abstract

This article contains an in-depth study of the kinetics of O$_2$-desorption from pre-oxidized size-selected Au nanoparticles (NPs) of average size ~1.5 nm and ~5 nm synthesized by micelle encapsulation and supported on SiO$_2$. Thanks to the narrow NP size distributions achieved using our preparation route, information on the effect of the nanoparticle size on the reaction kinetics could be obtained by temperature programmed desorption (TPD). In addition, the validity of different TPD analysis methods (Redhead, heating rate variation, Arrhenius plots, and the complete analysis) to extract meaningful kinetic parameters on supported NPs is discussed. From the different analysis methods, activation energies for O$_2$ desorption of $E_d = 1.3 \pm 0.2$ eV and $1.7 \pm 0.1$ eV were obtained for the ~5 nm and ~1.5 nm Au NPs, respectively. These differences in the activation energies are directly related to the nanoparticle size, and not to nanoparticle-support interactions.
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Introduction

A number of studies can be found in the literature\(^1\text{-}^9\) describing kinetic parameters of O$_2$ desorption from Au single crystal surfaces with different orientations after atomic oxygen exposure. Based on the analysis of temperature programmed desorption (TPD) data, a range of desorption energies (\(E_d = 1.0 - 1.5\) eV), first-order (\(v_1 = 8 \times 10^9\) s$^{-1}$ $-$ $6 \times 10^{13}$ s$^{-1}$), and second-order pre-exponential factors (\(v_2 \sim 10^{13}$ ML$^{-1}$ s$^{-1}$) have been reported\(^1,^2,^4,^6,^7\). These differences can be partially assigned to the different initial adsorbate coverages (\(\theta_0\)) considered, since the kinetic parameters may depend on \(\theta_0\)\(^5,^6\). In addition, the kinetic parameters may depend on the specific Au surface terminations investigated, as well as to limitations of the particular TPD analysis method employed. Distinct reaction orders (pseudo first order, \(n = 1\) and \(n = 2\)) have been reported\(^1,^2,^4,^6,^8\), \(n = 1\) being the most commonly observed desorption order for Au single crystal surfaces. The apparent first order dependence of the desorption rate with adsorbate coverage might be due to adsorbate interactions\(^8\). An alternative mechanism was suggested by Kim et al.\(^6,^7\) in which the conversion of oxidic gold species to chemisorbed atomic oxygen is the rate-determining step in O$_2$ desorption.

Fewer studies\(^9,^{10}\) are available on the reaction kinetics of O$_2$ desorption from more complex systems, such as supported Au NPs. The presence of different surfaces in such systems (the support surface and the Au NP surface) adds a degree of complexity to the analysis of TPD data. Little is known on how the particle size and nanoparticle-support interactions might affect the kinetics, and an open question is whether the kinetic parameters previously reported on gold single crystals with different surface terminations\(^1\text{-}^9,^{11}\) can be compared to those obtained by TPD on Au NPs, where surface facets with different crystalline orientations are present\(^12\).

In the present study we have used self-assembled size-selected Au NPs synthesized by micelle encapsulation and deposited on SiO$_2$ as model experimental system\(^10\). We have acquired a series of TPD
spectra as a function of the heating ramp ($\beta$) and the initial atomic oxygen coverage ($\theta_0$) in order to get insight into the kinetics of O$_2$ desorption. Thanks to our sample preparation route, we have been able to measure desorption parameters on much more monodispersed particle size distributions than previous studies, and to find how such parameters change as a function of the particle size. Furthermore, the obtained experimental data permit us to evaluate the validity of different TPD analysis methods to extract reliable desorption energies and pre-exponential factors on supported NPs.

**Analysis Methods**

Significant efforts have been dedicated in the past to the development of procedures to extract kinetic parameters from TPD spectra $^{13-17}$. The starting point of all treatments is the desorption rate equation proposed by Polanyi and Wigner $^{16,18,19}$:

$$R = -\frac{d\theta}{dt} = -\frac{d\theta}{dT} \beta = \nu_h \theta^n \exp\left(-\frac{E_d}{kT}\right)$$

(1)

, where $\theta$ is the adsorbate coverage [in monolayer (ML) units], $\beta$ is the heating rate, $n$ is the desorption order, $\nu_h$ is the pre-exponential factor, and $E_d$ is the desorption energy.

The TPD analysis methods have been divided in two categories $^{20}$: (i) integral methods including the Redhead $^{15}$ and Chan-Aris-Weinberg (CAW) $^{13}$ analysis, and (ii) differential methods $^{20}$ such as the leading edge analysis $^{21}$ and complete analysis $^{16,22}$. The integral methods are based on the temperature at the desorption rate maximum ($T_{\text{max}}$), and/or peak half-widths, and assume coverage-independent values for $n$, $E_d$, and $\nu_h$. As an example, the following expressions have been proposed by Redhead$^{15}$ to analyze first [eq. (2)] and second order [eq. (3)] desorption processes:

$$\frac{E_d}{kT_{\text{max}}} = \ln\left(\frac{\nu_h T_{\text{max}}}{\beta}\right) - 3.64 \quad \text{for} \quad n = 1$$

(2)

$$\frac{E_d}{kT_{\text{max}}^2} = \frac{2\theta_{\text{max}} \nu_h}{\beta} \exp\left(\frac{-E_d}{kT_{\text{max}}}\right)$$

(3)
, where $\theta_{\text{max}}$ is the adsorbate coverage at $T = T_{\text{max}}$, and $\theta_{\text{max}} = \theta_0/2$, with $\theta_0$ being the initial surface coverage.

The heating rate variation method (HRV) by Falconer and Madix$^{17}$ is considered suitable for determining the desorption energy without making any assumptions concerning the pre-exponential factor or specific reaction mechanisms. Following this method, eq. (1) is differentiated with respect to temperature, and the second derivative is set equal to zero for the temperature of the maximum desorption rate:

$$\ln \left( \frac{\tilde{T}_{\text{max}}^2}{\tilde{\beta}} \right) = \frac{E_d}{k} \cdot \frac{1}{T_{\text{max}}} + \ln \left( \frac{E_d}{k\beta n\theta_{\text{max}}^{n+1}} \right)$$

(4)

In eq. (4), the tildes indicate normalization by the quantity’s own units. This method is used to analyze a set of TPD spectra measured with different heating ramps for a constant initial coverage. Graphs of $\ln \left( \tilde{T}_{\text{max}}^2 / \tilde{\beta} \right)$ versus $1/T_{\text{max}}$ are constructed, and the desorption energy extracted from the slope of the linear fit. No assumption of the desorption order $n$ needs to be made in order to obtain $E_d$. The pre-exponential factor can be extracted from the intercept of the y-axis in eq. (4). For first-order desorption processes, $\nu_1$ does not depend on the coverage, while for $n = 2$ the coverage at the desorption maximum, $\theta_{\text{max}}$, is used to determine $\nu_2$ from eq. (4).

In the differential TPD analysis methods, $(-d\theta/dt, T)$ pairs are used to generate Arrhenius plots [ln(-$d\theta/dt$)-nln$\theta$ versus $1/T$] from which $E_d$ and $\nu_n$ can be obtained from the slope and y-axis intercept of a single TPD spectrum, respectively, in cases where $E_d$ and $\nu_n$ are coverage independent, eq. (5). This method should only be used to analyze systems with little adsorbate-adsorbate interactions and in general, when low adsorbate coverages are considered. Under these assumptions, the following equation applies:

$$\ln \left( -\frac{d\theta}{dt} \right) - n\ln \theta = \ln \nu_n - E_d / kT$$

(5)

However, if the kinetic parameters depend on $\theta$, the slope of the Arrhenius plot becomes more complicated. Terms including derivatives of $E_d(\theta)$ and $\nu_n(\theta)$ with respect to $\theta$ appear, and eq. (5) can
only be used under certain circumstances: (i) \(\frac{d\theta}{d(1/T)}\) is small, and (ii) the sum of the additional derivative terms is zero, \(1/kT[\partial E_d(\theta)/\partial \theta]=-\left[\partial \ln v_n(\theta)/\partial \theta\right]\). The second possibility is commonly known as "compensation effect", in which \(E_d(\theta)\) and \(v_n(\theta)\) may vary with \(\theta\), but the product \(v_n(\theta) \exp[-E_d(\theta)/kT]\) is nearly constant. It is not possible to know if such compensation effects will be present on a particular system a priori, and applying eq. (5) to a single-TPD dataset where this is not the case will result in erroneous \(E_d\) and \(v_n\) values.

A series of Arrhenius plots corresponding to different instantaneous adsorbate coverages can be used to extract more reliable information on the possible dependency of the kinetic parameters \([E_d(\theta)]\) and \(v_n(\theta)\) on the adsorbate coverage. This method was proposed by King et al. and is known as the complete analysis. A similar differential method was developed by Taylor and Weinberg, where Arrhenius plot from several TPD spectra are acquired as a function of the heating rate and coverage.

In order to extract the desorption order \(n\) from TPD measurements, desorption isotherms are commonly used. For this analysis, a plot of \(\ln(-d\theta/dt)\) versus \(\ln \theta\) at a constant temperature is constructed. Based on eq. (1), such a plot should yield a straight line with slope \(n\), if \(E_d\) and \(v_n\) are coverage independent. In cases where \(E_d\) and \(v_n\) depend on \(\theta\), a logarithmic differentiation of eq. (1) with respect to the coverage at constant \(T\), eq. (6), reveals that the slope of the \(\ln(-d\theta/dt)\) versus \(\ln \theta\) plot will not provide the correct desorption order. Again, only when compensation effects are present, the last two terms in eq. (6) can be neglected:

\[
\text{slope} = \frac{\partial \ln(-d\theta/dt)}{\partial \ln \theta} \bigg|_r = n + \left[\frac{\partial \ln v_n(\theta)}{\partial \ln \theta} \bigg|_r - \frac{1}{kT} \frac{\partial E_d(\theta)}{\partial \ln \theta} \bigg|_r\right]
\]

(6)

Investigations by Ibbotson et al. and Wittrig et al. on the desorption order of \(H_2\) on Ir(110) based on the slopes of \(\ln(-d\theta/dt)\) vs. \(\ln(\theta)\) plots at constant temperatures revealed a desorption order equal to 2 for high desorption temperatures (i.e., low coverage) and much greater than 2 for high coverages, where stronger adsorbate interactions are expected. Since the dissociative adsorption of \(H_2\) is expected on this
system, the authors concluded that compensation effects may be responsible for the anomalous desorption order obtained when high adsorbate coverages were considered.

The ability of common TPD analysis methods (Redhead, CAW, HRV and complete analysis) to provide accurate desorption energies and pre-exponential factors for a range of initial adsorbate coverages was tested by de Jong et al.\textsuperscript{28} using a set of simulated TPD curves with known $E_d(\theta)$ and $\nu_d(\theta)$ values. The results of this test revealed the limitations of the integral methods. As an example, the CAW method only predicted the correct $E_d$ at the zero-coverage limit. The HRV method by Falconer and Madix\textsuperscript{17} was also found to fail when high coverages were considered. Reliable information over the entire coverage range was only obtained with the leading edge and complete analysis methods. However, one should keep in mind that the leading-edge and complete analysis methods require very good quality TPD data and the presence of non-overlapping desorption sites, what is rarely the case for complex systems such as supported clusters. Experimental factors such as the presence of excessive noise in the low-temperature region (leading-edge), residual intensity in the high-temperature tail of the TPD spectra (due for example to limited pumping speed or re-desorption from elements within the UHV system other than the sample), as well as possible uncertainties in the background subtraction will lead to incorrect estimations of the desorption parameters of real TPD datasets using these methods.

A second type of compensation effect was described by Nieskens et al.\textsuperscript{27} and it is related to the collection of discrete data points in TPD measurements. A set of TPD spectra were simulated using dynamic Monte Carlo (DMC) calculations with an a priori known expression for the activation energy ($E_d = 1 - 0.2 \cdot \theta$ eV), considering coverage-dependent lateral adsorbate interactions, and assuming a fixed pre-exponential factor ($10^{14}$ s\textsuperscript{-1}). Results from the complete analysis on these data showed a large scattering on the activation energies ($\sim 0.7 - 1.1$ eV) and pre-exponential factors ($\sim 5 \times 10^{12} - 1 \times 10^{17}$ s\textsuperscript{-1}) as well as a strong compensation effects as a function of the coverage. The authors concluded that even though the complete analysis was found to provide reliable kinetic parameters\textsuperscript{28,29} based on continuous TPD curves calculated from the analytical expression in eq. (1), its application to the analysis of real
TPD data (discrete set of data points) might lead to a large scattering in the values of the kinetic parameter as a function of the coverage, $\theta$.

In this article, we have applied the HRV\textsuperscript{14}, complete analysis\textsuperscript{30}, and Redhead\textsuperscript{15} methods, as well as simulations following the Wigner-Polanyi equation, to analyze experimental TPD spectra for O$_2$-desorption from ~5 nm and ~1.5 nm Au nanoparticles supported on SiO$_2$. Our results will provide insight into the validity of these common analysis methods to extract kinetic parameters from complex systems, where coverage-dependent adsorbate interactions are likely to be present.

**Experimental**

Size-selected Au nanoparticles were synthesized by inverse micelle encapsulation on polystyrene-block-poly(2-vinylpyridine) diblock copolymers [PS(x)-b-P2VP(y), Polymer Source Inc.]\textsuperscript{12}. Chloroauric acid (HAuCl$_4$·3H$_2$O) was used as metal seed. Different average NP sizes were obtained by using two diblock-copolymers with distinct P2VP molecular weight (polymer head): PS(53000)-P2VP(43800) and PS(8200)-P2VP(8300). The micelles containing Au NPs were deposited onto naturally oxidized SiO$_2$/Si(111) substrates by dip-coating at a speed of 1 $\mu$m/min. Subsequently, the samples were transferred into an ultrahigh vacuum system (UHV, SPECS GmbH) and the encapsulating polymer was removed via an O$_2$-plasma treatment ($P_{O_2} = 5.5 \times 10^{-5}$ mbar for 100 min) at 150 K. After this treatment, no residual polymeric carbon signal was detected by X-ray photoelectron spectroscopy (XPS). In addition, high resolution XPS measurements from the Au-4f core level region revealed the presence of Au$^0$ and Au$^{3+}$ compounds in these samples\textsuperscript{10}. Further sample preparation details and morphology characterization are given in Ref. 10. The samples investigated here are identical to samples #1 (~5 nm Au NPs) and #3 (~1.5 nm) in Ref. 10.

The O$_2$ desorption TPD measurements were carried out in UHV with a system consisting of a differentially-pumped quadrupole mass spectrometer (QMS, Hiden Analytical, HAL 301/3F) and electron-bombardment sample heating connected to a PID temperature controller (Eurotherm, 2048).
The base pressure in this UHV chamber is $1-2 \times 10^{-10}$ mbar. Prior to the TPD measurements, the polymer-free Au NPs were flash annealed to 700 K. This procedure served to decrease the residual gas background at high temperatures. No significant changes in the NP size distribution were observed after this treatment $^{10}$. Subsequently, the samples were exposed to atomic oxygen at room temperature ($P_O = 2.3 \times 10^{-5}$ mbar) during different time intervals from 10 s to 20 min. For the TPD studies, the samples were kept at RT during O$_2$ plasma exposure and subsequently, the samples were placed ~3 mm away from the mass spectrometer glass shield opening (5 mm aperture) and heating rates ($\beta$) ranging from 0.1 to 5 K/s were used.

**Results and discussion**

**a) Heating rate variation (HRV)**

Figures 1(a) and 1(b) show a series of O$_2$ desorption spectra obtained from ~5 nm high Au NPs (sample #1) and ~1.5 nm NPs (sample #3), respectively, as a function of the heating ramp ($\beta$) from 0.1 to 5 K/s. These sizes correspond to the NPs investigated in Ref. 10. The samples were pre-exposed for 15 min to atomic oxygen produced by an O$_2$-plasma source with an O$_2$ pressure of $2.0 \times 10^{-5}$ mbar. The initial oxygen coverage was kept constant, and coverages of $\theta_0 = 0.22 \pm 0.06$ monolayers (ML) for the 5 nm NPs and $\theta_0 = 0.26 \pm 0.05$ ML for the ~1.5 nm NPs were obtained by integrating the second peak ($\gamma$ in Fig. 1) of the respective TPD desorption spectra. Note that in these studies $\theta_0$ denotes the relative atomic oxygen coverage on gold, i.e., a ML was defined as one O atom per surface Au atom. Further details on the calculation of the adsorbate coverages are given below.

For both samples, a relatively small desorption peak appears at ~400 K ($\sigma$ state) which was identified as O$_2$ desorption from the SiO$_2$ substrate$^{10}$, Fig. 1. In addition to the $\sigma$ state, a clear desorption peak is observed at higher temperatures for the Au NP coated samples, labeled as state $\gamma$. As discussed in Ref. 10, this state can be attributed exclusively to O$_2$ desorption from our pre-oxidized Au NPs.

The adsorbate coverage in ML in our system can be estimated by using morphology data obtained from AFM measurements on our samples. From the measured particle height distribution and NP areal
density, and using the known near-hemispherical particle shape found in TEM measurements (not shown) we have calculated the total gold surface area for each sample. Assuming an areal density of gold surface atoms of $\sim 2 \times 10^{15}$ atoms/cm$^2$ [a typical number for Au(110) $^{2,9}$], the gold atomic density in our samples was found to be $1.4 \times 10^{14}$ atoms/cm$^2$ (~5 nm NPs) and $2.0 \times 10^{13}$ atoms/cm$^2$ (~1.5 nm NPs). It should be noted that these numbers are one to two orders of magnitude smaller than the gold surface densities calculated for continuous gold films due to the only partial Au coverage of the SiO$_2$ substrate. For each sample, a coverage of 1 ML is defined as one oxygen atom per gold surface atom.

The temperature dependent O$_2$ pressure detected by our mass spectrometer was converted to molecular flux in O$_2$ molecules per cm$^2$ per second using the gas effusion equation. Note that in this conversion one must use room temperature (298 K), rather than the sample temperature. Subsequently, these fluxes were converted to ML/s using the previously described definition of 1 ML, and taking into account the fact that each detected O$_2$ molecule corresponds to two oxygen atoms. All ML coverages were obtained from the integration of the second desorption peak ($\gamma$) in Fig. 1, since the first peak ($\sigma$) originates from the SiO$_2$ substrate.

The desorption energy and pre-exponential factor of the $\gamma$ peak have been obtained here using the HRV method$^{2,16,17}$. As can be seen from eq. (4), the activation energy for desorption can be obtained without making any assumptions on the desorption order. However, an assumption needs to be made on the desorption order if one intends to calculate the pre-exponential factor. Figure 2 shows the corresponding $\ln \left( \frac{T_{\text{max}}^2}{\beta} \right)$ versus $1/T_{\text{max}}$ graphs for large (~5 nm high, sample #1) and small (~1.5 nm, sample #3) NPs. Using the HRV method, activation energies for O$_2$ desorption of $1.2 \pm 0.1$ eV and $1.7 \pm 0.1$ eV were obtained for our large (~5 nm) and small (~1.5 nm) Au NPs, respectively. Throughout this paper, the error bars indicated correspond to the statistical error resulting from the corresponding linear fits. It should be noted that these error margins are much smaller than the differences observed in activation energy with particle size. The activation energy obtained for the small NPs (~1.5 nm) using this method is very similar to the value of $1.6 \pm 0.1$ eV reported in our earlier publication $^{10}$ based on the
linear fit of the Arrhenius plot observed for \( n = 2 \) in a single-TPD spectrum. The initial oxygen coverage on both samples was similar, with an average \( \theta_0 = 0.26 \) ML on the \(~1.5\) nm NPs in the HRV data, and \( 0.31 \) ML in the TPD spectrum of Ref. 10 (\( \beta = 5 \) K/s) for an analogous sample. For the 5 nm NPs, the value for \( E_d \) obtained here is slightly larger than the value that we previously reported in Ref. 10 (\( 1.0 \pm 0.1 \) eV), due to a numerical error in the Arrhenius plot of the original manuscript \(^{10,31}\) [Fig. 9(c) in Ref. 10].

Assuming that the behavior of our large gold NPs [Fig. 1(a)] follows first order kinetics, as has been indicated by some authors for certain oxygen coverages on bulk gold crystals \(^{5-7}\), we can obtain the pre-exponential factor for this system using the HRV method from the intercept with the y-axis of the least-squares linear fit to the \( \ln\left(\frac{T_{\max}^2}{\tilde{\beta}}\right) \) versus \( 1/T_{\max} \) data. It should be noted that the desorption rate of \( \text{O}_2 \) from bulk Au surfaces might display an apparent linear dependency on the adsorbate coverage due to adsorbate-adsorbate interactions or compensation effects \(^{20,27}\). Using \( n = 1 \) in the HRV method and \( E_d = 1.2 \) eV, a pre-exponential factor of \( 1 \times 10^{10} \pm 1 \) s\(^{-1}\) was obtained for our large nanoparticles (~5 nm). This value is slightly lower than what has been previously reported for bulk Au single crystals \(^4,6\). However, it should be emphasized that the desorption of \( \text{O}_2 \) from Au NPs might be different from that of bulk gold surfaces due to a higher density of surface defects, on the NPs, the presence of facets with various crystal orientations \(^{32}\), additional particle-support interactions, and distinct surface phonons in the NPs \(^{33}\) that could affect the desorption curve and the corresponding apparent pre-exponential factor.

In addition, second order \( \text{O}_2 \) desorption has also been reported for bulk gold systems \(^1,2\). If one considers that \( n = 2 \) might describe the behavior of our large Au NPs, the initial adsorbate coverage must be known in order to obtain the pre-exponential factor. For an oxygen coverage \( \theta_0 \) of \( 0.22 \) ML (\( \theta_{\max} = 0.1 \) ML) and assuming \( n = 2 \), a pre-exponential factor \( \nu_2 \) of \( 4 \times 10^{10} \pm 1 \) ML\(^{-1}\).s\(^{-1}\) was obtained for the ~5 nm NPs from the HRV method. This value is lower than that previously reported by Gottfried et al. \(^2\) for Au(110) (~2 \times 10^{13}\) ML\(^{-1}\).s\(^{-1}\)). For the small gold NPs (~1.5 nm), the Arrhenius plot of \( \ln\left(-d\theta/dt\right) - n \ln \theta \) versus \( 1/T \) in Fig. 9(d) of Ref. 10 indicated that the desorption of oxygen can be
described by a second-order process. Thus, assuming $n = 2$ and an initial O coverage on Au, $\theta_0 = 0.26$ ML ($\theta_{\text{max}} = 0.1$ ML), a pre-exponential factor $v_2$ of $2 \times 10^{15} \pm 1$ ML$^{-1}$s$^{-1}$ was obtained from the HRV method for the $\sim 1.5$ nm clusters. The resultant pre-exponential factor is in agreement with the value of $7 \times 10^{14} \pm 1$ ML$^{-1}$s$^{-1}$ that was obtained previously on this sample from the Arrhenius plot of a single TPD spectrum [intercept with the y-axis in Fig. 9(d), Ref. 10] for $n = 2$, after appropriate unit conversion.

b) Complete analysis: coverage dependent O$_2$ desorption

Previous studies on gold single crystals$^{2,5,6}$ have indicated that the kinetic parameters of O$_2$ desorption from pre-oxidized gold surfaces may depend on the adsorbate coverage. In order to clarify this point, in addition to the heating rate dependent data, two sets of O$_2$ TPD spectra with a constant heating ramp of 5 K/s were acquired on the 5 nm Au NPs (sample #1) and 1.5 nm Au NPs (sample #3) for a range of initial adsorbate coverages ($\theta_0$). The evaluation of these experimental data has been carried out using the complete analysis method$^{16,28,30}$. Figure 3 shows the oxygen uptake by Au NPs in sample #1 as a function of the oxygen plasma exposure time determined by the integration of the $\gamma$ TPD peak using a heating ramp of 5 K/s. The corresponding TPD spectra are shown in Fig. 4(a) for the $\sim 5$ nm Au NPs and in Fig. 5(a) for $\sim 1.5$ nm Au NPs. In the case of the 1.5 nm Au NPs (sample #3), due to the small intensity of the $\gamma$ peak (O$_2$ desorption from Au) with respect to the substrate $\sigma$ peak (O$_2$ desorption from SiO$_2$), as well as to the partial overlap of these two desorption features, the complete analysis method cannot be applied to the raw TPD data. For that reason our analysis is based on background subtracted data [single peak features in Fig. 5(a)] of this sample. It should be noted that large errors are expected in the kinetic parameters obtained for the small NPs using the complete analysis method due to uncertainties in the choice of background.

Atomic oxygen coverage versus temperature plots obtained from the data shown in Figs. 4(a) (raw data) and 5(a) (background subtracted data) are displayed in Figs. 4(b) and 5(b). The complete analysis method provides insight into the dependency of the activation energy and pre-factor on the adsorbate coverage. In the complete analysis, a coverage $\theta'$ is chosen ($0 < \theta' < \theta_0$) for which the kinetic parameters
are to be determined, and \((-d\theta/dt, T)\) points corresponding to that fixed coverage are found in each TPD spectrum [marked by solid lines in Figs. 4(a) and 5(a)]. This procedure was repeated for several different values of \(\theta'\), and for each of these, an Arrhenius plot of \(\ln(-d\theta/dt)\) versus \(1/T\) is made, as shown in Figs. 4(c) and 5(c). The slope of these curves yields the activation energy for desorption for that particular oxygen coverage \([E_d(\theta')]\), while the pre-factor \(v_n(\theta')\) is obtained from the intercept with the \(y\)-axis \([\ln v_n(\theta') + n \ln \theta']\), after assuming a value for the desorption order \(^{34}\). The results from the complete analysis are compiled in Table 1. As an example, taking a coverage \(\theta' = 0.12\) ML and \(n = 1\), a desorption energy of \(1.3 \pm 0.1\) eV and a pre-exponential factor \(6 \times 10^{10} \pm 1\) s\(^{-1}\) were obtained for our \(~5\) nm NPs from the complete analysis. This result is in agreement with the data obtained from the HRV method and the derivative of the PW equation on sample #1 (1.2 eV and \(~1 \times 10^{10}\) s\(^{-1}\)). Repeating this analysis for different choices of \(\theta'\) leads to significant variations in the obtained values of the activation energy and the pre-factor (Table 1), suggesting that the kinetic parameters of this process in fact depend on the adsorbate coverage. This result indicates that integral analysis methods such as the Redhead method will not properly describe the kinetics of this desorption process.

Using the complete analysis on the TPD data of the \(~1.5\) nm NPs (sample #3), very large differences in the activation energies (1.2 – 2.2 eV) and second-order pre-exponential factors \((10^{11} – 10^{19}\) ML\(^{-1}\) s\(^{-1}\)) were obtained for different adsorbate coverages (0.02 ML – 0.09 ML), Table 1. The \(v_2\) values obtained for the largest \(\theta'\) coverages investigated are excessively high. Such large differences could have at least partially a physical origin (as for example interactions between mobile adsorbates), but might also be due to analysis artifacts originating from the overlap between Au and SiO\(_2\) oxygen desorption features in this sample (#3). In fact, the subtraction of the SiO\(_2\) background from the raw TPD spectra of this sample [single-peak features in Fig. 5(a)] constitutes an additional source of error in the complete analysis. Artificial compensation effects could also explain the wide range of values of the pre-exponential factors and activation energies obtained on this system. The inherent complexity of the present nanoscale system prevents the assignment of these effects to a unique factor.
As was discussed in the analysis methods section, it is possible to extract the desorption order from a set of coverage-dependent O\textsubscript{2} TPD spectra\textsuperscript{2,25}. The method is based on ln(-d\theta/dt) versus ln(\theta) plots conducted for a fixed temperature, in which the slope should yield the desorption order, \( n \). Such plot for the 5 nm Au NPs (sample #1) is included in Fig. 6(a). From this graph, an apparent desorption order of \( n \approx 1 \) was calculated for the large Au NPs. The plot in Fig. 6(a) corresponds to the following fixed temperatures: 561 K \( (n = 1.14 \pm 0.07) \), 554 K \( (n = 1.01 \pm 0.07) \), and 546 K \( (n = 0.89 \pm 0.07) \). However, we would like to stress that this approximation is only valid if \( E_d \) and \( \nu_n \) do not depend on the coverage.

A similar analysis was done based on desorption data from the small Au NPs, Fig. 6(b). Here, the following desorption orders were obtained at three given temperatures: 575 K \( (n = 0.54 \pm 0.06) \), 585 K \( (n = 0.87 \pm 0.05) \), and 595 K \( (n = 0.98 \pm 0.07) \). The \( n \) values obtained here are non-physical, suggesting that the last two terms in eq. (6) must be significant. This could be an indirect proof of a strong coverage dependency of the kinetic parameters of O\textsubscript{2} desorption from small Au NPs supported on SiO\textsubscript{2}.

c) Redhead method

As was mentioned in the analysis methods section, the Redhead method can be used to obtain the desorption energy of a reaction for a fixed adsorbate coverage, assuming that both the reaction order, and the pre-exponential factor are known and independent of the coverage. From eq. (2), and assuming \( n = 1 \) and a pre-exponential factor of \( 1 \times 10^{13} \text{ s}^{-1} \), \( E_d = 1.5 \text{ eV} \) for the ~5 nm Au clusters (sample #1). For the same sample, assuming \( n = 2 \) and \( \nu_2 = 1 \times 10^{13} \text{ ML}^{-1} \text{ s}^{-1} \), eq. (3) leads to \( E_d = 1.4 \text{ eV} \). For our small Au NPs (~1.5 nm), assuming \( n = 1 \) and \( \nu_1 = 1 \times 10^{13} \text{ s}^{-1} \), \( E_d = 1.7 \text{ eV} \). For the same sample, taking \( n = 2 \) and \( \nu_2 = 1 \times 10^{13} \text{ ML}^{-1} \text{ s}^{-1} \), a desorption energy of 1.5 eV was obtained. Again, the accuracy of these results is questionable, especially for the case of the small NPs, since this method disregards the possible dependence of \( E_d \) and \( \nu_n \) on the coverage.

d) Numerical simulation of the PW equation
Figure 7 contains raw TPD spectra of oxygen desorption from ~5 nm large Au NPs on SiO$_2$ (sample #1, $\theta_0 = 0.22$ ML, squares) and ~1.5 nm (sample #3, $\theta_0 = 0.31$ ML, circles) together with spectra simulated using the PW equation (solid lines), eq. (1). The best fit to the experimental data was obtained for the following kinetic parameters: $n = 1$, $E_d = 1.5$ eV and $\nu_1 = 1 \times 10^{13}$ s$^{-1}$ for sample #1, and $n = 2$, $E_d = 1.7$ eV, and $\nu_2 = 1.2 \times 10^{14}$ ML$^{-1}$ s$^{-1}$ for sample #3. The simulations confirmed that the O$_2$-desorption from our large Au NPs can best described by first-order kinetics, while a second-order kinetic equation was found to properly describe the TPD data obtained on the small NPs. For the large NPs, the values of the kinetic parameters extracted from the simulations are in good agreement with the results obtained from the Redhead and complete analysis methods. In the case of the small NPs, our Arrhenius plots for a fixed coverage, the Redhead, and HRV methods provide results in accord with the simulations.

Strict quantitative analysis of our systems requires a more elaborated expression for the rate of desorption than the PW equation. Dynamic Monte Carlo simulations might be good candidates to improve our understanding of desorption processes at the molecular level$^{32,35-37}$. 

For comparison, we have included in Table 1 O$_2$ desorption kinetic parameters obtained from our experimental data on ~5 nm (sample #1) and ~1.5 nm (sample #3) gold nanoparticles deposited on SiO$_2$ using different methods: Arrhenius plots for a fixed initial adsorbate coverage (from Ref. 10), HRV$^{17}$, complete analysis$^{16}$, and the Redhead method$^{15}$.

Further Discussion

We would like to emphasize that the system under investigation here, namely supported nanometer-sized catalysts, is a complex system and complex reaction kinetics are expected. Therefore, care should be taken when comparing the kinetic parameters obtained from our TPD experiments to those previously reported on gold single crystal surfaces. For example, different activation energies and pre-exponential factors have been reported in the literature for Au single crystals with different surface terminations$^{4,6,8,9,11,38}$, and our faceted gold nanoparticles certainly include several of these orientations.
Our TPD results on large Au NPs (~5 nm) supported on SiO\textsubscript{2} are in closest agreement with the data obtained by Parker et al.\textsuperscript{5} and Saliba et al.\textsuperscript{6} after exposing a Au(111) surface to ozone ($E_d = 1.24$ eV, $\nu_1 = 2.7 \times 10^{11}$ s\textsuperscript{-1} for $\theta = 0.22$ ML). The similarity in the kinetic parameters obtained may be related to the presence of a (111) terrace on the top of Au NPs as observed in STM studies\textsuperscript{39}. The O\textsubscript{2} TPD desorption peaks from Parker et al.\textsuperscript{5} and Saliba et al.\textsuperscript{6} were found to be asymmetric, resembling a first-order kinetic behavior over the entire coverage range (0.03 – 1.2 ML) under study\textsuperscript{6}. For small coverages ($\theta_0 = 0.03$ ML), a desorption energy and first-order frequency of 1.0 eV and $5.5 \times 10^{11}$ s\textsuperscript{-1}, respectively, were obtained, while for intermediate coverages ($\theta_0 = 0.22$ ML) an increased $E_d = 1.24$ eV and $\nu_1 = 2.7 \times 10^{11}$ s\textsuperscript{-1} were found.

Furthermore, good qualitative and quantitative agreement also exists between our TPD data and those obtained by Campbell’s group on pre-oxidized Au islands deposited on TiO\textsubscript{2}(110)\textsuperscript{9}. Using the Redhead analysis method and assuming $n = 1$ and $\nu_1 = 5.5 \times 10^{12}$ s\textsuperscript{-1}, they reported activation energies for O\textsubscript{2} desorption of 1.97 eV ($T_{\text{max}} = 741$ K), 1.71 eV ($T_{\text{max}} = 645$ K), and 1.44 eV ($T_{\text{max}} = 520$ K) for one-, two-, and six-atom thick Au islands, respectively\textsuperscript{9,40,41}. In analogy to our experimental data, the highest $E_d$ was also found for the smallest Au islands investigated. It is important to note that our results were obtained on Au NPs deposited on SiO\textsubscript{2}, while the data from Campbell’s group\textsuperscript{9} were obtained on Au NPs supported on TiO\textsubscript{2}. Although nanoparticle-support interactions could in principle lead to indirect size-dependent changes in $E_d$, it seems unlikely that these would affect the desorption process identically on different substrates. We therefore conclude that the change in the activation energy detected on NPs of different average size is directly related to the NP size, and not to nanoparticle-support interactions.

**Conclusions**

Heating rate- and coverage-dependent TPD experiments on Au nanoparticles prepared by an inverse micelle method on SiO\textsubscript{2} substrates yielded values of $E_d = 1.3 \pm 0.2$ eV and $\nu_1 = 10^{11} \pm 1$ s\textsuperscript{-1} (averaged from Table 1) for first-order desorption from large (~5 nm) Au NPs and $E_d = 1.3 \pm 0.2$ eV and $\nu_2 = 10^{12} \pm 1$ ML\textsuperscript{-1} s\textsuperscript{-1} with the assumption of second-order desorption. The HRV and complete analysis methods
provide similar results for coverages in the range 0.04 - 0.17 ML on ~5 nm Au NPs. The results obtained on ~1.5 nm Au NPs based on the HRV method ($E_d = 1.7 \pm 0.1$ eV and $\nu_2 \sim 2 \times 10^{15} \pm 1$ ML$^{-1}$s$^{-1}$) are in good agreement with the values resulting from the Arrhenius plot of a single TPD spectrum shown in Ref. 10 ($n = 2$, $E_d = 1.6 \pm 0.1$ eV and $\nu_2 = 7 \times 10^{14} \pm 1$ ML$^{-1}$s$^{-1}$). However, scattered values of the kinetic parameters were obtained on this sample based on the complete analysis, $E_d = 1.7 \pm 0.5$ eV and $\nu_2 = 4 \times 10^{18} \pm 1$ ML$^{-1}$s$^{-1}$ (averaged from Table 1 for $n = 2$), for coverages ranging from 0.02 - 0.09 ML. A careful review of the literature shows that even for bulk gold, large variations in the pre-factor and desorption energy were observed. Most of these variations can be attributed to the distinct analysis methods employed. Our data on the small Au NPs indicate that conventional TPD analysis models are only approximations that might not properly describe a system of the complexity of the one at hand.

Summarizing, independently of the analysis method used, our data provide evidence of clear size effects in the desorption of O$_2$ from supported Au nanoparticles, with higher activation energies detected on the smallest NPs investigated. Furthermore, the excellent agreement with previous data on Au clusters supported on a different oxide (TiO$_2$$^{9,40}$ versus SiO$_2$ in the present study) indicate that support effects are not responsible for the distinct activation energies obtained on nanoparticles with different average size.

**Acknowledgement**

The authors are thankful to Prof. Charles Campbell (Univ. Washington at Seattle), Prof. Werner Keune (Univ. Duisburg-Essen) and Prof. Pieter G. Kik (Univ. Central Florida) for stimulating discussions. Financial support from the National Science Foundation (NSF-CAREER award, 0448491) is greatly appreciated.
References

(30) Zhdanov, V. P.; Kasemo, B.* Surf. Sci.* **2008**, (Reply to comment, in press).
(34) In principle, the desorption order, \( n \), can also be extracted from the complete analysis through a \([\ln v_n(\theta) + n \ln \theta]\) versus \([\ln \theta]\) plot, provided that a linear dependency is observed. Unfortunately, both of our samples showed scattered intercept data, preventing such analysis over the range of oxygen coverages investigated here.


(41) The correct $E_{\text{des}}$ in Refs. 9, 40 are: 1.44 eV, 1.70 eV, and 1.97 eV for six-, two- and one-atom thick Au islands, respectively. See Errata to Refs. 9 and 40 by C.T. Campbell in *J. Vac. Sci. Tech. A* **2008**, and *Catal. Lett.* **2008**, *in press.*
Table 1. Summary on the kinetic parameters [desorption order, desorption energy and pre-exponential factor] obtained from our O$_2$ TPD measurements on ~5 nm (sample #1) and ~1.5 nm (sample #3) Au nanoparticles deposited on SiO$_2$ using different analysis methods. The values with * indicate the assumptions made by each analysis method. $\theta$ indicates the relative O coverage on gold.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Analysis Method</th>
<th>Desorption Order (n)</th>
<th>Desorption Energy ($E_{\text{des}}$)</th>
<th>Pre-exponential Factor (ν)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au NPs / SiO$_2$</td>
<td>Arrhenius</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>No linear fit</td>
</tr>
<tr>
<td></td>
<td>HRV</td>
<td>$*n = 1$</td>
<td>$1.2 \pm 0.1$ eV $1 \times 10^{10} \pm 1$ s$^{-1}$</td>
<td>$\theta_0 = 0.22$ ML $\beta = 0.1$–5 K/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$*n = 2$</td>
<td>$1.2 \pm 0.1$ eV $4 \times 10^{10} \pm 1$ ML$^{-1}$ s$^{-1}$</td>
<td></td>
<td>$\theta_0 = 0.22$ ML $\beta = 5$ K/s $T_{\text{max}} = 555$ K</td>
</tr>
<tr>
<td></td>
<td>Redhead</td>
<td>$*n = 1$</td>
<td>$1.5$ eV $*1 \times 10^{13}$ s$^{-1}$</td>
<td>$\theta_0 = 0.22$ ML $\beta = 5$ K/s $T_{\text{max}} = 555$ K</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$*n = 2$</td>
<td>$1.4$ eV $*1 \times 10^{13}$ ML$^{-1}$ s$^{-1}$</td>
<td></td>
<td>$\theta_0 = 0.22$ ML $\beta = 5$ K/s $T_{\text{max}} = 555$ K</td>
</tr>
<tr>
<td></td>
<td>Complete Analysis</td>
<td>$*n = 1$</td>
<td>$1.3 \pm 0.1$ eV $1 \times 10^{11} \pm 1$ s$^{-1}$</td>
<td>$\theta' = 0.04$ ML $\beta = 5$ K/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$1.3 \pm 0.1$ eV $6 \times 10^{10} \pm 1$ s$^{-1}$</td>
<td>$\theta' = 0.12$ ML $\beta = 5$ K/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$1.5 \pm 0.1$ eV $6 \times 10^{12} \pm 1$ s$^{-1}$</td>
<td>$\theta' = 0.17$ ML $\beta = 5$ K/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$*n = 2$</td>
<td>$1.3 \pm 0.1$ eV $3 \times 10^{12} \pm 1$ ML$^{-1}$ s$^{-1}$</td>
<td>$\theta' = 0.04$ ML $\beta = 5$ K/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$1.3 \pm 0.1$ eV $5 \times 10^{11} \pm 1$ ML$^{-1}$ s$^{-1}$</td>
<td>$\theta' = 0.12$ ML $\beta = 5$ K/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$1.5 \pm 0.1$ eV $4 \times 10^{13} \pm 1$ ML$^{-1}$ s$^{-1}$</td>
<td>$\theta' = 0.17$ ML $\beta = 5$ K/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Simulation</td>
<td>$n = 1.0 \pm 0.1$</td>
<td>—</td>
<td>—</td>
<td>$\beta = 5$ K/s $T_{\text{max}} = 555$ K</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n = 1$</td>
<td>$1.5$ eV $1 \times 10^{13}$ s$^{-1}$</td>
<td>$\theta_0 = 0.22$ ML $\beta = 5$ K/s</td>
<td></td>
</tr>
</tbody>
</table>

\[
\ln \left( -\frac{d\theta}{dt} \right) \text{ vs. } \ln(\theta) \quad n = 1.0 \pm 0.1 \quad — \quad — \quad \beta = 5$ K/s $T_{\text{max}} = 555$ K
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<table>
<thead>
<tr>
<th>Au NPs</th>
<th>Arrhenius</th>
<th>$n = 2$</th>
<th>$1.6 \pm 0.1 \text{ eV}$</th>
<th>$7 \times 10^{14} \pm 1 \text{ ML}^{-1} \cdot \text{s}^{-1}$</th>
<th>$\theta_0 = 0.31 \text{ ML}$</th>
<th>$\beta = 5 \text{ K/s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>~1.5 nm</td>
<td>SiO$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| HRV     | $^*n = 2$ | $1.7 \pm 0.1 \text{ eV}$ | $2 \times 10^{15} \pm 1 \text{ ML}^{-1} \cdot \text{s}^{-1}$ | $\theta_0 = 0.26 \text{ ML}$ | $\beta = 0.7 \sim 5 \text{ K/s}$ |
| Redhead | $^*n = 2$ | $1.5 \text{ eV}$ | $*1 \times 10^{13} \text{ ML}^{-1} \cdot \text{s}^{-1}$ | $\theta_0 = 0.26 \text{ ML}$ | $\beta = 5 \text{ K/s}$ |
|         | $^*n = 2$ | $1.6 \text{ eV}$ | $*1 \times 10^{14} \text{ ML}^{-1} \cdot \text{s}^{-1}$ | $\theta_0 = 0.26 \text{ ML}$ | $\beta = 5 \text{ K/s}$ | $T_{\text{max}} = 584 \text{ K}$ |

| Complete analysis | $^*n = 2$ | $1.2 \text{ eV}$ | $3 \times 10^{11} \pm 1 \text{ ML}^{-1} \cdot \text{s}^{-1}$ | $\theta^* = 0.02 \text{ ML}$ | $\beta = 5 \text{ K/s}$ |
|                  |           | $1.3 \text{ eV}$ | $3 \times 10^{12} \pm 1 \text{ ML}^{-1} \cdot \text{s}^{-1}$ | $\theta^* = 0.035 \text{ ML}$ | $\beta = 5 \text{ K/s}$ |
|                  |           | $2.0 \text{ eV}$ | $2 \times 10^{18} \pm 1 \text{ ML}^{-1} \cdot \text{s}^{-1}$ | $\theta^* = 0.05 \text{ ML}$ | $\beta = 5 \text{ K/s}$ |
|                  |           | $2.2 \text{ eV}$ | $1 \times 10^{19} \pm 1 \text{ ML}^{-1} \cdot \text{s}^{-1}$ | $\theta^* = 0.09 \text{ ML}$ | $\beta = 5 \text{ K/s}$ |

| Simulation | $^*n = 2$ | $1.7 \text{ eV}$ | $1.2 \times 10^{14} \text{ ML}^{-1} \cdot \text{s}^{-1}$ | $\theta_0 = 0.31 \text{ ML}$ | $\beta = 5 \text{ K/s}$ |

* HRV: High-Resolution Vibrations

Redhead: Redhead et al.
Figure Captions

Figure 1. Series of O$_2$ TPD spectra obtained on (a) ~5 nm (sample #1) and (b) ~1.5 nm (sample #3) gold nanoparticles deposited on SiO$_2$ for a constant initial O coverage of 0.22 ML and 0.26 ML, respectively. The heating rate ($\beta$) has been varied from 0.5 to 5 K/s.

Figure 2. $\ln\left(\frac{\tilde{\tau}_\text{max}}{\tilde{\beta}}\right)$ versus $1/T_{\text{max}}$ plots obtained from the heating rate variation data displayed in Fig. 1. The data correspond to the O$_2$ desorption state labeled as $\gamma$. Data from two Au nanoparticle/SiO$_2$ samples are shown: sample #1 (~5 nm height) and sample #3 (~1.5 nm height). The open squares correspond to the data obtained on sample #1, while the open circles and triangles correspond to two sets of measurements conducted on sample #3.

Figure 3. Oxygen uptake curve on ~5 nm Au NPs (sample #1) after different room-temperature O$_2$ plasma exposure times.

Figure 4. (a) Coverage-dependent O$_2$ TPD spectra obtained for a constant heating rate of 5 K/s on ~5 nm Au NPs (sample #1) deposited on SiO$_2$. From the integration of the individual TPD spectra and after appropriate normalization, oxygen coverages on Au of 0.02 ML, 0.06 ML, 0.13 ML, 0.17 ML, 0.22 ML, 0.26 ML (from bottom to top) were obtained. (b) Temperature-dependent evolution of the atomic O coverage on Au (sample #1). (c) Arrhenius plot of $\ln(-d\theta/dt)$ at different coverages $\theta'$ (sample #1).

Figure 5. (a) Coverage-dependent O$_2$ TPD spectra obtained for a constant heating rate of 5 K/s on ~1.5 nm Au NPs (sample #3) deposited on SiO$_2$. From the integration of the individual TPD spectra and after appropriate normalization, oxygen coverages on Au of 0.04 ML, 0.06 ML, 0.10 ML, 0.12 ML, 0.19 ML
(from bottom to top) were obtained. (b) Temperature-dependent evolution of the atomic O coverage on Au (sample #3). (c) Arrhenius plot of $\ln(-d\theta/dt)$ at different coverages $\theta'$ (sample #3).

**Figure 6.** Plot of $\ln\left(-\frac{d\theta}{dt}\right)$ vs. $\ln(\theta)$ for (a) ~5 nm large Au NPs on SiO$_2$ (sample #1) at the following constant temperatures: 561 K (squares), 554 K (circles), 546 K (triangles); and (b) ~1.5 nm (sample #3) at: 595 K (squares), 585 K (circles), 575 K (triangles). The fits indicate $n \approx 1$ for the ~5 nm large Au NPs, and $n$ between 0.5 and 1 for ~1.5 nm Au NPs.

**Figure 7.** Numerical simulation of the PW equation (solid lines) on ~5 nm large Au NPs on SiO$_2$ (sample #1, $\theta_0 = 0.22$ ML, squares) and ~1.5 nm (sample #3, $\theta_0 = 0.31$ ML, circles). The best fit was obtained for the following kinetic parameters: $n = 1$, $E_d = 1.5$ eV and $\nu_1 = 1 \times 10^{13}$ s$^{-1}$ for sample #1, and $n = 2$, $E_d = 1.7$ eV, and $\nu_2 = 1.2 \times 10^{14}$ ML$^{-1}$ s$^{-1}$ for sample #3.
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