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CHAPTER 1
VECTOR ANALYSIS

Lee Chow
Department of Physics

University of Central Florida
Orlando, FL 32816
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1. VECTOR ALGEBRA

Addition of two vectors
࡭ ൅ ࡮ ൌ ࡮ ൅ ࡭ Communicative
࡭ ൅ ࡮ ൅ ࡯ ൌ ࡭ ൅ ࡮ ൅ ࡯ Associative  

࡭ െ ࡮ ൌ ൅࡭ ሺെ࡮ሻ Definition
Multiplication by a scalar

ࢇ ࡭ ൅ ࡮ ൌ ࡭ࢇ ൅ ࡮ࢇ Distribution
Dot product of two vectors

࡭ · ࡮ ൌ ,ࣂ࢙࢕ࢉ࡮࡭ ࡮	&	࡭	࢔ࢋࢋ࢚࢝ࢋ࢈	ࢋ࢒ࢍ࢔ࢇ	࢙࢏	ࣂ					

࡭ · ࡮ ൅ ࡯ ൌ ࡭ · ࡮ ൅ ࡭ · ࡯

࡭ · ࡮ ൌ ࡮ · ࡭
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• Cross-product of two vectors

࡭ ൈ ࡮ ൌ ෝ࢔ࣂ࢔࢏࢙࡮࡭
where ࢔ ٣ ,࡭ ෝ࢔			ࢊ࢔ࢇ		 ٣ ࡮

In a strict sense, if ࡭ and ࡮ are vectors, the 
cross product of two vectors is a pseudo-vector.

A vector is defined as a mathematical quantity 
which transform like a position vector:

࢘ ൌ ࢞ଙ̂ ൅ ࢟ଚ̂ ൅ ࢑෡ࢠ
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Cross-product follows distributive rule but not 
the commutative rule.

࡭ ൈ ࡮ ൅ ࡯ ൌ ࡭ ൈ ࡮ ൅ ࡭ ൈ ࡯

Distribution rule

But

࡭ ൈ ࡮ ൌ െ࡮ ൈ ࡭

so

࡭ ൈ ࡮ ് ࡮ ൈ ࡭
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Vector components

Even though vector operations is independent of 
the choice of coordinate system, it is often easier 
to set up Cartesian coordinates and work with 
the components of a vector.

࡭ ൌ ෝ࢞࢞࡭ ൅ ෝ࢟࢟࡭ ൅ ොࢠࢠ࡭

where ෝ࢞, ෝ࢟, and ࢠො are unit vectors which are 
perpendicular to each other.  ࢟࡭ ,࢞࡭, and ࢠ࡭
are components of ࡭ in the x-, y- and z-
direction.
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࡭ ൅࡮ ൌ ࢞࡭ ൅ ࢞࡮ ෝ࢞ ൅ ࢟࡭ ൅ ࢟࡮ ࢟ ൅ ሺࢠ࡭ ൅ ොࢠሻࢠ࡮

࡭ · ࡮ ൌ ࢞࡮࢞࡭ ൅ ࢟࡮࢟࡭ ൅ ࢠ࡮ࢠ࡭

࡭ ൈ ࡮ ൌ ෝ࢞࢞࡭ ൅ ෝ࢟࢟࡭ ൅ ොࢠࢠ࡭ ൈ ෝ࢞࢞࡮ ൅ ෝ࢟࢟࡮ ൅ ොࢠࢠ࡮
ൌ ࢠ࡮࢟࡭ െ ࢟࡮ࢠ࡭ ෝ࢞ ൅ ࢞࡮ࢠ࡭ െ ࢠ࡮࢞࡭ ෝ࢟ ൅ ሺ࢟࡮࢞࡭ െ ොࢠሻ࢞࡮࢟࡭

ൌ
ෝ࢞ ෝ࢟ ොࢠ
࢞࡭ ࢟࡭ ࢠ࡭
࢞࡮ ࢟࡮ ࢠ࡮
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Vector triple products

࡭ · ࡮ ൈ ࡯ ൌ ࡮ · ࡯ ൈ ࡭ ൌ ࡯ · ሺ࡭ ൈ ሻ࡮

࡭ · ࡮ ൈ ࡯ ൌ

࢞࡭ ࢟࡭ ࢠ࡭
࢞࡮ ࢟࡮ ࢠ࡮
࢞࡯ ࢟࡯ ࢠ࡯

= -
࢞࡮ ࢟࡮ ࢠ࡮
࢞࡭ ࢟࡭ ࢠ࡭
࢞࡯ ࢟࡯ ࢠ࡯
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࡭ · ࡮ ൈ ࡯ ൌ ሺ࡭ ൈ ሻ࡮ · ࡯

࡭ ൈ ࡮ ൈ ࡯ ൌ ࡮ ࡭ · ࡯ െ ࡭)࡯ · ሻ࡮

࡭ ൈ ࡮ ൈ ࡯ ൌ െ࡭ ࡮ · ࡯ ൅ ࡭ሺ࡮ · ሻ࡯

All these vector products can be verified using the 
vector component method.  It is usually a tedious 
process, but not a difficult process.
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Position, displacement, and separation vectors

The location of a point (x, y, z) in Cartesian coordinate 
as shown below can be defined as a vector from (0,0,0) 
to (x, y, z) is given by

࢘ ൌ ࢞ଙ̂ ൅ ࢟ଚ̂ ൅ ࢑෡ࢠ

࢘ ൌ ࢘ ൌ ࢞૛ ൅ ࢟૛ ൅ ૛ࢠ

where

and

ො࢘ ൌ
࢘
࢘
ൌ

࢞ଙ̂ ൅ ࢟ଚ̂ ൅ ࢑෡ࢠ

࢞૛ ൅ ࢟૛ ൅ ૛ࢠ
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Infinitesimal displacement vector is given by

ℓ෢ࢊ ൌ ෝ࢞࢞ࢊ ൅ ෝ࢟࢟ࢊ ൅ ොࢠࢠࢊ
In general, when a charge is not at the origin, say at 
(x’, y’, z’), to find the ࡱ field produced by this 
charge at another position, (x, y, z), we use the 
following, which is called a separation vector, 

श ൌ ࢘ െ ࢘′
श ൌ ࢞ െ ࢞ᇱ ෝ࢞ ൅ ࢟ െ ࢟ᇱ ෝ࢟ ൅ ࢠ െ ᇱࢠ ොࢠ

श ൌ श ൌ ࢘ െ ࢘′

शෝ ൌ
࢘ െ ࢘′

࢘ െ ࢘′
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Vector transformation

So far we have used two different ways to describe 
vector; (a) geometry approach---vector as an arrow, 
(b) algebra approach--- vector as components of 
Cartesian coordinates.  However both approaches 
are not very satisfactory and are rather naïve.

Here we follow the approach of a mathematician 
and define a vector as a set of three components that 
transforms in the same manner as a displacement
when we change the coordinates.  As always, the 
displacement vector is the model for the behavior of 
all vectors.
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A more rigorous definition of vector starts with 
the concept that the space is (a) isotopic, so no 
preferred direction, (b) homogeneous, so no 
preferred location.  A physical quantity such as 
displacement or force, should be independent of 
the coordinate system we choose.

Let ࡭ ൌ ࡼࡻ

࡭ ൌ ෝ࢟࢟࡭ ൅ ොࢠࢠ࡭

ᇱ࡭ ൌ ᇱ࢟࡭ ࢟ᇱ෡ ൅ ᇱࢠ࡭ ᇱ෡ࢠ
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ᇱ࢟࡭ ൌ ࡭ · ࢙࢕ࢉ ࣂ െ ࣐
࡭		= · ࣂ࢙࢕ࢉ · ࣐࢙࢕ࢉ ൅ ࣂ࢔࢏࢙ · ࣐࢔࢏࢙
࣐࢙࢕ࢉ࢟࡭  = ൅ ࣐࢔࢏࢙ࢠ࡭

ᇱࢠ࡭ ൌ ࡭ · ࢔࢏࢙ ࣂ െ ࣐
					ൌ ࡭ · ࣂ࢔࢏࢙ · ࣐࢙࢕ࢉ െ ࣂ࢙࢕ࢉ · ࣐࢔࢏࢙
							ൌ െ࢟࡭ · ࣐࢔࢏࢙ ൅ ࢠ࡭ · ࣐࢙࢕ࢉ
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The relationship between ࢟࡭ᇱ ᇱࢠ࡭ , and ࢠ࡭ ,࢟࡭ can be 
expressed below:

ᇱ࢟࡭ ൌ ࢟࡭࣐࢙࢕ࢉ ൅ ࢠ࡭࣐࢔࢏࢙
ᇱࢠ࡭ ൌ െ࢙࢟࡭࣐࢔࢏ ൅ ࢠ࡭࣐࢙࢕ࢉ

The above equations can be combined into one matrix 
notation;

ᇱ࢟࡭

ᇱࢠ࡭
ൌ

࣐࢙࢕ࢉ ࣐࢔࢏࢙
െ࢙࣐࢔࢏ ࣐࢙࢕ࢉ

࢟࡭
ࢠ࡭

This is a rotation about the x-axis. For rotation about 
an arbitrary axis, the transformation law has the 
form:
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ᇱ࢞࡭

ᇱ࢟࡭

ᇱࢠ࡭
ൌ

࢞࢞ࡾ ࢟࢞ࡾ ࢠ࢞ࡾ
࢞࢟ࡾ ࢟࢟ࡾ ࢠ࢟ࡾ
࢞ࢠࡾ ࢟ࢠࡾ ࢠࢠࡾ

࢞࡭
࢟࡭
ࢠ࡭

The rotation matrix above describes the rotation 
transformation of a vector from one coordinate to another 
coordinate, it can be written more compactly as

࢏࡭
ᇱ ൌ෍࢐࡭࢐࢏ࡾ

૜

࢐ୀ૚

This is how a displacement vector transformed. In general 
we define a vector as any set of three components that 
transform in the same manner as a displacement vector 
when we rotate the coordinates.
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Similar idea can be extended to tensor; namely for a 
second rank tensor in 3D, the rotation through an 
arbitrary angle can be expressed as: 

࢐࢏ࢀ
ᇱ ൌ ෍෍࢑࢏ࡾ

૜

ୀ૚࢒

࢒࢑ࢀ࢒࢐ࡾ

૜

࢑ୀ૚

Differential vector calculus

In 1D, the infinitesimal change of a function f(x), df is 
given by

ࢌࢊ ൌ
ሺ࢞ሻࢌࢊ
࢞ࢊ

࢞ࢊ ൌ
ሺ࢞ሻࢌࣔ
ࣔ࢞

࢞ࢊ

Where the derivative ࢌࢊሺ࢞ሻ ൗ࢞ࢊ 	 is the same as the partial 

derivative  ࣔࢌሺ࢞ሻ ࣔ࢞ൗ .  The derivative is the slope of the 
function f(x).
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For a function with two variables, f (x, y), the 
infinitesimal change of the function, df, is given by:

ࢌࢊ ≡
ࢌࣔ
ࣔ࢞

࢟

࢞ࢊ ൅
ࢌࣔ
ࣔ࢟

࢞

࢟ࢊ

Note that when we take partial derivative with respect to 
x, we need to hold the other variable y as a constant.  This 
concept can extent to n-dimension.

In 3D with 3 variables, we have

ࢌࢊ ≡	
ࢌࣔ
ࣔ࢞

࢞ࢊ ൅
ࢌࣔ
ࣔ࢟

࢟ࢊ ൅
ࢌࣔ
ࢠࣔ

ࢠࢊ

This expression looks a lot like a vector dot product!
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ࢌࢊ ≡
ࢌࣔ
ࣔ࢞

ଙ̂ ൅
ࢌࣔ
ࣔ࢟

ଚ̂ ൅
ࢌࣔ
ࢠࣔ

࢑෡ · ଙ̂࢞ࢊ ൅ ଚ̂࢟ࢊ ൅ ࢑෡ࢠࢊ

ࢌࢺ ൌ
ࢌࣔ
ࣔ࢞

ଙ̂ ൅
ࢌࣔ
ࣔ࢟

ଚ̂ ൅
ࢌࣔ
ࢠࣔ

࢑෡

સࢌ is the gradient of the function f (x,y,z). સࢌ is a vector 
field and pointing at the direction of maximum slope. 

In general, the function f(x, y, z) is an arbitrary 
function, however, સࢌ has some special properties it is 
not arbitrary any more.

ࢌࢊ ≡ સࢌ · ࢒ࢊ
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Problem 1.11(b)

Find the gradient of the function, f(x,y,z)=x2y3z4

ࢌࢺ ൌ
ࢌࣔ
ࣔ࢞

ෝ࢞ ൅
ࢌࣔ
ࣔ࢟

ෝ࢟ ൅
ࢌࣔ
ࢠࣔ

ොࢠ

ൌ ૛࢞࢟૜ࢠ૝ෝ࢞ ൅ ૜࢞૛࢟૛ࢠ૝ෝ࢟ ൅ ૝࢞૛࢟૜ࢠ૜ࢠො

Find the gradient of  ࢘ ൌ ࢞૛ ൅ ࢟૛ ൅ .૛ࢠ

࢘ࣔ  =	࢘ࢺ
ࣔ࢞
ෝ࢞ ൅ ࣔ࢘

ࣔ࢟
ෝ࢟ ൅ ࣔ࢘

ࢠࣔ
ොࢠ

=  ࢞ෝ࢞ା࢟ෝ࢟ାࢠࢠො
࢞૛ା࢟૛ାࢠ૛

ൌ 	 ࢘
࢘
ൌ ො࢘

Example 1.3
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The operator “del” સ

ࢺ is        a vector, and 
it is also an operator.   

ࢺ ≡ ଙ̂
ࣔ
ࣔ࢞

൅ ଚ̂
ࣔ
ࣔ࢟

൅ ࢑෡
ࣔ
ࢠࣔ

As an operator, it always operates on a function.
As a vector, it can operates on a scalar, or a vector. 

ࢌࢺ ࢞, ࢟, ࢠ -------- Gradient of  f(x,y,z)
ࢺ · ,ሺ࢞ࢂ ࢟, ሻࢠ -------- Divergent of  ࢂ
ࢺ ൈ ,ሺ࢞ࢂ ࢟, ሻࢠ ------- Curl of 	ࢂ
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Divergence of a vector field

The divergence of a vector field is a measure of how the 
vector field “spread out from a given point”. 

ࢺ · ࢂ ൌ
࢞ࢂࣔ
ࣔ࢞

൅
࢟ࢂࣔ
ࣔ࢟

൅
ࢠࢂࣔ
ࢠࣔ

ࢂ ൌ െ࢟ଙ̂ ൅ ࢞ଚ̂ࢂ ൌ
െ࢞ଙ̂

࢞૛ ൅ ࢟૛૜
൅

െ࢟ଚ̂

࢞૛ ൅ ࢟૛૜
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સ ·
െ࢞ଙ̂

࢞૛ ൅ ࢟૛૜
൅

െ࢟ଚ̂

࢞૛ ൅ ࢟૛૜
ൌ

ࣔ
ࣔ࢞

െ࢞

࢞૛ ൅ ࢟૛૜
൅

ࣔ
ࣔ࢟

െ࢟

࢞૛ ൅ ࢟૛૜

ൌ
െ૚

࢞૛ ൅ ࢟૛૜
൅

૜࢞૛

࢞૛ ൅ ࢟૛૞
൅

െ૚

࢞૛ ൅ ࢟૛૜
൅

૜࢟૛

࢞૛ ൅ ࢟૛૞

સ · െ࢟ଙ̂ ൅ ࢞ଚ̂ ൌ
ࣔ
ࣔ࢞

െ࢟ ൅
ࣔ
ࣔ࢟

െ࢞ ൌ ૙
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The Curl

The Curl of a vector field is defined as

ࢺ ൈ ࢂ ൌ

ଙ̂ ଚ̂ ࢑෡
ࣔ
ࣔ࢞

ࣔ
ࣔ࢟

ࣔ
ࢠࣔ

࢞ࢂ ࢟ࢂ ࢠࢂ

=ଙ̂ ࢠࢂࣔ
ࣔ࢟

െ
࢟ࢂࣔ
ࢠࣔ

൅ ଚ̂ ࢞ࢂࣔ
ࢠࣔ

െ ࢠࢂࣔ
ࣔ࢞

൅ ࢑෡
࢟ࢂࣔ
ࣔ࢞

െ ࢞ࢂࣔ
ࣔ࢟

The Curl measures how a vector field “curl” around a 
point.  Curl is a vector operator, but in general, સ ൈ 	ࢂ not 
necessarily perpendicular to ࢂ
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Example ( This is not the same as example on page 21)    

ࢂ ൌ െࢠଙ̂ ൅ ࢞ଚ̂ ,  સ · ࢂ ൌ 0, and સ ൈ ࢂ is calculated below.

ࢺ ൈ ࢂ ൌ

ଙ̂ ଚ̂ ࢑෡
ࣔ
ࣔ࢞

ࣔ
ࣔ࢟

ࣔ
ࢠࣔ

െࢠ ࢞ ૙

ൌ െଚ̂ ൅ ࢑෡

ࢺ) ൈ ሻࢂ · ࢂ ൌ െ࢞

સ ൈ ࢂ ࢚࢕࢔	࢙࢏	 ٣ to ࢂ
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Vector Product Rules

Page 20-21, there are many rules.  It is useful 
to work out some of the expressions in details 
yourself at home.

Second derivatives
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(a) Divergence of a gradient

ࢺ · ࢌࢺ ൌ ଙ̂
ࣔ
ࣔ࢞

൅ ଚ̂
ࣔ
ࣔ࢟

൅ ࢑෡
ࣔ
ࢠࣔ

·
ࢌࣔ
ࣔ࢞

ଙ̂ ൅
ࢌࣔ
ࣔ࢟

ଚ̂ ൅
ࢌࣔ
ࢠࣔ

࢑෡

= ࣔ
૛ࢌ

ࣔ࢞૛
൅ ࣔ૛ࢌ

ࣔ࢟૛
൅ ࣔ૛ࢌ

૛ࢠࣔ
ൌ ࢌ૛ࢺ

This is called the Laplacian of f(x,y,z).  This is a 
very common operator, which we encounter in 
mathematical physics quite often.
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(b) Curl of a gradient (Always equals to zero)

ࢺ ൈ ࢌࢺ ൌ

ଙ̂ ଚ̂ ࢑෡
ࣔ
ࣔ࢞

ࣔ
ࣔ࢟

ࣔ
ࢠࣔ

ࢌࣔ
ࣔ࢞

ࢌࣔ
ࣔ࢟

ࢌࣔ
ࢠࣔ

= ࣔ૛ࢌ

ࢠࣔ࢟ࣔ
െ ࣔ૛ࢌ

࢟ࣔࢠࣔ
ଙ̂+ ࣔ૛ࢌ

࢞ࣔࢠࣔ
െ ࣔ૛ࢌ

ࢠࣔ࢞ࣔ
ଚ̂ ൅ ࣔ૛ࢌ

ࣔ࢞ࣔ࢟
െ ࣔ૛ࢌ

ࣔ࢟ࣔ࢞
࢑෡

=0
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(c) Gradient of a divergence (Seldom used)

ߘ ߘ · റܣ ൌ ଓ̂
߲
ݔ߲

൅ ଔ̂
߲
ݕ߲

൅ ෠݇ ߲
ݖ߲

௫ܣ߲
ݔ߲

൅
௬ܣ߲
ݕ߲

൅
௭ܣ߲
ݖ߲

= 
డమ஺ೣ
డ௫మ

൅
డమ஺೤
డ௫డ௬

൅ డమ஺೥
డ௫డ௭

ଓ̂ ൅ డమ஺ೣ
డ௬డ௫

൅
డమ஺೤
డ௬మ

൅ డమ஺೥
డ௬డ௭

ଔ̂

+  డమ஺ೣ
డ௭డ௫

൅
డమ஺೤
డ௭డ௬

൅ డమ஺೥
డ௭మ

෠݇

Note:  સ સ · ࡭ 	് 	 સ · સ ࡭
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(d) The divergence of a Curl (Always = 0)

ߘ · ߘ ൈ റܣ ൌ ଓ̂
߲
ݔ߲

൅ ଔ̂
߲
ݕ߲

൅ ෠݇ ߲
ݖ߲

·

௭ܣ߲
ݕ߲

െ
௬ܣ߲
ݖ߲

ଓ̂ ൅
௫ܣ߲
ݖ߲

െ
௭ܣ߲
ݔ߲

ଔ̂ ൅
௬ܣ߲
ݔ߲

െ
௫ܣ߲
ݕ߲

෠݇

= డమ஺೥
డ௫డ௬

െ
డమ஺೤
డ௫డ௭

൅ డమ஺ೣ
డ௬డ௭

െ డమ஺೥
డ௬డ௫

൅
డమ஺೤
డ௭డ௫

െ డమ஺ೣ
డ௭డ௬

ൌ 0
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(e) The Curl of a Curl

ࢺ ൈ ࢺ ൈ ࡭ ൌ ࢺ ࢺ · ࡭ െ ࡭૛ࢺ

ࢺ ൈ ࢺ ൈ ࡭ ൌ
ࣔ૛࢟࡭
ࣔ࢞ࣔ࢟

െ
ࣔ૛࢞࡭
ࣔ࢟૛

െ
ࣔ૛࢞࡭
૛ࢠࣔ

െ
ࣔ૛ࢠ࡭
ࢠࣔ࢞ࣔ

ଙ̂

+  ࣔ૛ࢠ࡭
ࢠࣔ࢟ࣔ

െ
ࣔ૛࢟࡭
૛ࢠࣔ

െ
ࣔ૛࢟࡭
ࣔ࢞૛

െ ࣔ૛࢞࡭
ࣔ࢞ࣔ࢟

ଚ̂

+   ࣔ૛࢞࡭
ࢠࣔ࢞ࣔ

െ ࣔ૛ࢠ࡭
ࣔ࢞૛

െ ࣔ૛ࢠ࡭
ࣔ࢟૛

െ
ࣔ૛࢟࡭
ࢠࣔ࢟ࣔ

࢑෡
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1-3 Integral calculus

Let’s start with a 1D function, F(x), which is the 
derivative of another function, f(x)

ࡲ ࢞ ൌ
ሺ࢞ሻࢌࢊ
࢞ࢊ

Then

׬ ࡲ ࢞ ࢞ࢊ
࢈
ࢇ ൌ ׬

ሺ࢞ሻࢌࢊ

࢞ࢊ

࢈
ࢇ ࢞ࢊ ൌ ׬ ሺ࢞ሻࢌࢊ

࢈
ࢇ = f(b) – f(a).

The result of the integral only depends on the end point 
of f(x), because in 1D, the boundary of an arbitrary 
curve is the end point.
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In general, when we are in a 3D space, the line integral of 
an arbitrary function ࢂሺ࢞, ࢟, ሻࢠ

න ,ሺ࢞ࢂ ࢟, ሻࢠ · ࢒ࢊ
࢈

ࢇ

will depend on the path taken.

However, if we have a specific function, namely

ࡲ ࢞, ࢟, ࢠ ൌ ,ሺ࢞ࢌࢺ ࢟, ሻࢠ
Then the line integral of a gradient is independent of the 
path taken.

න ࢌࢺ · ࢒ࢊ ൌ ࢌ ࢈ െ ሻࢇሺࢌ
࢈

ࢇ

The fundamental theorem of Gradients
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This is called the “Fundamental theorem for 
gradients”, and 

ර સࢌ · ࢒ࢊ ൌ ૙

In physics, we said that if we can associate a 
potential to a field (force), then the field (force) is 
conservative.  Namely the work done by the field 
does not depend on the path.
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The fundamental theorem of divergence.

The divergence theorem states that:

න ࢺ · ࢂ ࣎ࢊ ൌ
	

ࢂ
රࢂ · ࢇࢊ
	

ࡿ

The divergence theorem is very similar to the 
gradient theorem, namely, the integral (volume) of 
a derivative (divergence) of a function is equal to 
the function evaluated at the boundary (surface).

It is also called Gauss’s theorem or Green’s 
theorem.
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The volume integral of the divergence of a vector field 
over the whole volume is equal to the value of the vector 
field evaluated at the surface which bounds the volume.

Physically this divergence theorem translates into 
conservation law again.  For example, for a non-
compressible fluid, સ · ࢂ is a measure of the source 
strength, and ࢂ · ࢇࢊ is a measure of the flux.
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The fundamental theorem of Curls

න ൈࢺ ࢂ · ࢇࢊ ൌ ර ࢂ · ࢒ࢊ
	

ࢋ࢔࢏ࡸ

	

ࡿ

If the surface is a closed surface,

ර ൈࢺ ࢂ
	

ࡿ
· ࢇࢊ ൌ ૙

Stoke’s theorem
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The Stoke’s theorem states that the surface 
integral of a Curl is only depended on the 
boundary condition, namely the line integral of 
the “edge” of the surface and does not depend on 
the surface we choose, as long as the boundaries 
are the same.

For example:
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Relations among the fundamental theorems

(1) Gradient Theorem:

න ࢌࢺ · ࢒ࢊ ൌ ࢌ ࢈ െ ሻࢇሺࢌ
	

ࢋ࢔࢏ࡸ

(2) Divergence theorem:

׬ સ · ࢂ ࣎ࢊ
	
࣎ =∮ ࢂ · ࢇࢊ

	
࡭

(3) Stoke’s theorem:

න સ ൈ ࢂ · ࢇࢊ
	

ࡿ
ൌ ර ࢂ

	

ࢋ࢔࢏ࡸ

· ࢒ࢊ

These are boundary value problems, relating the integral 
of a “derivative” of the function to the evaluation of the 
function at its boundary.
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From the previous page, if we combine equations (1) and 
(3), (namely let ࢂ ൌ સࢌ )

න ൈࢺ ࢌࢺ · ࢇࢊ ൌ ૙ For any surface

સ ൈ સࢌ ൌ ૙

If we combine (2) and (3),

නࢺ · ࢺ ൈ ࢂ ࣎ࢊ
	

ࢂ
ൌ රሺࢺ ൈ ሻࢂ · ࢇࢊ ൌ ૙

સ · સ ൈ ࢂ ൌ ૙
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Note:  In general, we can start with an arbitrary vector 
field, ࢂሺ࢞, ࢟, .ሻ, or an arbitrary function, f(x,y,z)ࢠ

However, સࢌ or સ ൈ ࢂ are not arbitrary function 
any more, namely;

,is a Curl-free vector field	ࢌࢺ

and

ࢺ ൈ ࡭ is a divergence-free field.
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Integration by parts

From product rule for the derivatives

ࢊ
࢞ࢊ

ࢍࢌ ൌ ࢌ
ࢍࢊ
࢞ࢊ

൅ ࢍ
ࢌࢊ
࢞ࢊ

We can see that by integrating both sides, we end up with

න ࢊ ࢍࢌ ൌ න ࢌ
ࢍࢊ
࢞ࢊ

࢞ࢊ
࢈

ࢇ
൅ න ࢍ

ࢌࢊ
࢞ࢊ

࢞ࢊ
࢈

ࢇ

࢈

ࢇ

This can be extended to vector product rule  such as

ࢺ · ࡭ࢌ ൌ ࢌ ࢺ · ࡭ ൅ ࡭ · ࢌࢺ
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Integrating over a volume, we end up with

නસ · ࡭ࢌ ࣎ࢊ ൌ නࢌ સ · ࡭ ࣎ࢊ ൅ න࡭ · સࢌ ࣎ࢊ

Re-arrange and applying the divergent theorem

ර࡭ࢌ · ࢇࢊ ൌ නࢌ સ · ࡭ ࣎ࢊ ൅ න࡭ · સࢌ ࣎ࢊ
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Curvilinear Coordinates

(a)Cartesian Coordinates

(b)Spherical Coordinates

(c)Cylindrical coordinates

These coordinates can be shown on the next two 
pages
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Cartesian Coordinates
(x, y, z)

Spherical Coordinates
(r, θ, φ)
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Cylindrical Coordinates
(s, φ, z)

They are all orthogonal curvilinear coordinates.  The 
three directions of each coordinate satisfies the cyclic 
relationship.
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Cartesian coordinates
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Spherical Coordinates

Spherical: ࢒ࢊԦ ൌ ො࢘࢘ࢊ ൅ ෡ࣂࣂࢊ࢘ ൅ ෝ࣐࣐ࢊࣂ࢔࢏࢙࢘ ,        dτ=࢘૛࢙࣐ࢊࣂࢊ࢘ࢊࣂ࢔࢏
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Cylindrical Coordinates

Cylindrical:  d࢒Ԧ ൌ ො࢙࢙ࢊ ൅ ෝ࣐࣐ࢊ࢙ ൅ ො,    dτࢠࢠࢊ ࢠࢊ࣐ࢊ࢙ࢊ࢙ =
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These complicated formulism can be understood through 
orthogonal curvilinear coordinates.
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Gradient in an arbitrary orthogonal curvilinear system 

Assume we have a function t(u, v, w), where u, v, w are 
orthogonal, the change of t from t(u, v, w) to 
t(u+du, v+dv, w+dw) is given by

࢚ࢊ ൌ
࢚ࣔ
࢛ࣔ

࢛ࢊ ൅
࢚ࣔ
ࣔ࢜

࢜ࢊ ൅
࢚ࣔ
ࣔ࢝

࢝ࢊ

This can be written as a dot product

࢚ࢊ ൌ સ࢚ · Ԧ࢒ࢊ ൌ સ࢚ ࢛ࢊࢌ࢛ ൅ સ࢚ ࢜ࢊࢍ࢜ ൅ સ࢚ ࢝ࢊࢎ࢝

where
Ԧ࢒ࢊ ൌ ෝ࢛࢛ࢊࢌ ൅ ෝ࢜࢜ࢊࢍ ൅ ෝ࢝࢝ࢊࢎ

and

સ࢚ ࢛ ≡
૚
ࢌ
࢚ࣔ
࢛ࣔ

, સ࢚ ࢜ ≡
૚
ࢍ
࢚ࣔ
ࣔ࢜

, સ࢚ ࢝ ≡
૚
ࢎ
࢚ࣔ
ࣔ࢝
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From the last equation from page 50, we can see that 

સ࢚ ≡
૚
ࢌ
࢚ࣔ
࢛ࣔ

ෝ࢛ ൅
૚
ࢍ
࢚ࣔ
ࣔ࢜

ෝ࢜ ൅
૚
ࢎ
࢚ࣔ
ࣔ࢝

ෝ࢝

For the most common coordinates
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Similarly
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The Dirac Delta Function

The divergence of 			ࢂ ൌ ො࢘/࢘૛

This Coulomb field has a ૚/࢘૛ dependence.  The field is 
shown above and it spreads out from the origin.  So 
intuitively we can see that સ · ො࢘

࢘૛ൗ is non-zero.  
However, if we take the divergence, we will find that

ࢺ · ො࢘
࢘૛ൗ ൌ

૚
࢘૛࢙ࣂ࢔࢏

ࣔ
ࣔ࢘

࢘૛࢙ࣂ࢔࢏ ·
૚
࢘૛

ൌ ૙						? ? ? ?

If we look closer we will find that

࢘												ܚܗ۴ ് ૙, ࢺ · ࢂ ൌ ૙
࢘													ܚܗ۴ ൌ ૙, ࢺ							 · ࢂ ൌ ∞
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From the divergence theorem, we know that:

න ࢺ · ࢂ · ࣎ࢊ ൌ රࢂ · ࢇࢊ
	

࣎

ࢂ ൌ
ො࢘

࢘૛
and     ࢇࢊ ൌ ࣂࢊࡾ · ො࣐࢘ࢊࣂ࢔࢏࢙ࡾ

							ࡿࡴࡾ රࢂ · ࢇࢊ ൌ
૚
૛ࡾ

૛ࡾ න࢙ࣂ࢔࢏ · ࣐ࢊනࣂࢊ ൌ ૝࣊

ࡿࡴࡸ ׬ સ · ࢂ ࣎ࢊ ൌ ׬ ૝࣊. ૜ሺ࢘ሻࢾ ࣎ࢊ
	
ࢂ ൌ ૝

	
ࢂ ׬࣊ ૜ࢾ ࢘ ࣎ࢊ

	
ࢂ

સ ·
ො࢘
࢘૛

ൌ ૝࣊ࢾ૜ ࢘ නࢾ૜ ࢘ ࣎ࢊ ൌ ૚	
	

ࢂ
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The Concept of delta function

ࢾ ࢞ ൌ ቊ
૙, ࢞ ് ૙
∞, ࢞ ൌ ૙

න ࢾ ࢞ ࢞ࢊ ൌ ૚
ஶ

ିஶ

න ࢾ ࢞ ࢌ ࢞ ࢞ࢊ ൌ ࢌ ૙ , න ࢌ ࢞ ࢾ ࢞ െ ࢇ ࢞ࢊ ൌ ሻࢇሺࢌ

ஶ

ିஶ

ஶ

ିஶ
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The Dirac delta function is invented by Paul Dirac in the 
early 1930.  In a strict mathematical sense, ࢾ ࢞ 	 is not a 
function at all because it has a singularity at the origin.

There are many ways to construct a delta function.

૚ ࢾ						 ࢞ ൌ lim
ஶ→࢔

ሺ࢞ሻ࢔ࡾ ૛ ࢾ				 ࢞ ൌ 	 lim
ஶ→࢔

ሺ࢞ሻ࢔ࢀ
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Different forms of delta function

૜. ࢾ																						 ࢞ ൌ ܕܑܔ
ஶ→ࣅ

࢞ࣅ࢔࢏ࡿ

࣊࢞

4. ࢾ ࢞ ൌ lim
ஶ→ࣅ

ࣅ

࣊ ૛࢞૛ା૚ࣅ

5. ࢾ ࢞ ൌ 	 ܕܑܔ
ࣕ→૙

ࢿ

࣊ሺ࢞૛ାࣕ૛ሻ
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6. ࢾ ࢞ ൌ 	 ૚
࣊
lim
ࣕ→૙

૚

ࣕ
ࢋ

ି
࢞૛

ࣕ

7. ࢾ ࢞ ൌ 	 ૚
૛

૛ࢊ

૛࢞ࢊ
࢞

8. ࢾ ࢞ ൌ 	 ૚
૛࣊
׬ ࢛ࢊ࢛࢞࢏ࢋ
ஶ
ିஶ

We can use ࢾሺ࢞ሻ to define a step function, S(x) as follow

ࡿ ࢞ ൌ	 න ࢾ ࢞ᇱ ′࢞ࢊ

࢞

ିஶ

ൌ ቊ
૙, ࢞ ൏ ૙
૚, ࢞ ൐ ૙
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Properties of ࢾሺ࢞ሻ

1. ׬ ሺ࢞ሻࢌ · ࢾ ࢞ ࢞ࢊ
ஶ
ିஶ ൌ ࢌ ૙

2. ׬ ࢾ ࢞ ࢞ࢊ ൌ ૚
ஶ
ିஶ

3. ࢌ ࢞ ࢾ ࢞ ൌ ሺ࢞ሻࢾሺ૙ሻࢌ

4. ࢾ ࢑࢞ ൌ ૚

࢑
ሺ࢞ሻࢾ

Proof

න ࢌ ࢞ ࢾ ࢑࢞ ࢞ࢊ ൌ േ න ሺ࢟ࢌ ࢑ൗ ሻࢾሺ࢟ሻ
࢟ࢊ
࢑

ஶ

ିஶ

	

ஶ

ିஶ

=   േ૚

࢑
ࢌ ૙ = ૚

࢑
ࢌ ૙ ൌ ׬ ሺ࢞ሻࢌ ሺ࢞ሻࢾ

࢑
࢞ࢊ

ஶ
ିஶ 	
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5. ࢾ ࢞ࢇ െ ࢈ ൌ ࢾ ࢇ ࢞ െ ࢈

ࢇ
ൌ ૚

ࢇ
ሺ࢞ࢾ െ ࢈

ࢇ
ሻ

6. ׬ ሺ࢞ࢾ െ ሺ࢞ࢾሻࢇ െ ሻ࢈
ஶ
ିஶ ࢞ࢊ ൌ ࢇሺࢾ െ ሻ࢈

7. ࢌ׬ ࢞ ᇱࢾ ࢞ ࢞ࢊ ൌ ׬ ࢌ ࢞ ࢾ ࢞ ᇱ࢞ࢊ െ ᇱࢌ׬ ࢞ ࢾ ࢞ ࢞ࢊ

= 
ࢊ

࢞ࢊ
ሾ׬ ࢌ ࢞ ࢾ ࢞ ሿ࢞ࢊ െ ᇱࢌ ૙ ൌ െࢌ′ሺ૙ሻ

8. ׬ ࢍ ࢞ ࢾ ࢌ ࢞ ࢞ࢊ ൌ ∑ ሺ࢞ሻࢍ
ࢌࢊ
࢞ࢊ

࢏
ஶ
ିஶ

ሻ࢏ሺ࢞ࢌ|

9. ࢾ ࢞૛ െ ૛ࢇ ൌ ૚

૛ࢇ
ሾࢾ ࢞ െ ࢇ ൅ ࢾ ࢞ ൅ ࢇ ሿ
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Dirac delta function is closely related to Fourier 
analysis.  Consider a “complete” orthonormal set of 
functions ࣐࢔ሺ࢞ሻ,

න࣐࢔ ࢞ ࢓࣐
∗ ࢞ ࢞ࢊ ൌቊ૙							࢔ ് ࢓

૚							࢔ ൌ ࢓

“Complete” means that any arbitrary function f(x) can be 
expressed in terms of ࣐࢔ሺ࢞ሻ

ࢌ ࢞ ൌ෍࢔࣐࢔ࢇሺ࢞ሻ
࢔

										ሺ૚ሻ

࢔ࢇ ൌ න ࢌ ࢞ᇱ ࢔࣐
∗ ࢞ᇱ ′࢞ࢊ

ஶ

ିஶ

the coefficients ࢔ࢇ is
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Now if we substitute ࢔ࢇ back into eq.(1) on page 61

ࢌ ࢞ ൌ෍ න ࢌ ࢞ᇱ ࢔࣐
∗ ࢞ᇱ ′࢞ࢊ

ஶ

ିஶ

· ሺ࢞ሻ࢔࣐
࢔

׬= ሺ࢞ᇱሻࢌ ∑ ࢔࣐
∗ ࢞ᇱ ࢔࣐ ࢔࢞ ′࢞ࢊ

ஶ
ିஶ

ࢾ ࢞ െ ࢞ᇱ ൌ෍࣐࢔
∗ ሺ࢞ᇱሻ࣐࢔ሺ࢞ሻ

࢔

ࢾ ࢞ െ ࢞ᇱ ൌ න ࣐࢑
∗ ࢞ᇱ ࣐࢑ ࢞ ࢑ࢊ

ஶ

ିஶ

We can see that any orthonormal set of functions can be 
used to derive the delta function.

If ࣐࢔ is a continuous function
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3D delta function

૜ࢾ ࢘ ൌ
૚
૛࣊ ૜ නࢊ࢘·࢑࢏ࢋ૜࢑

Cartesian ૜ࢾ ࢘ ൌ ሻࢠሺࢾሺ࢟ሻࢾሺ࢞ሻࢾ

Spherical ૜ࢾ ࢘ ൌ ૚

࢘૛࢙ࣂ࢔࢏
ሺ࣐ሻࢾሻࣂሺࢾሺ࢘ሻࢾ

׬ ૜ࢾ ࢘ ࣎ࢊ ൌࢾ׬૜ሺ࢘ሻ࢘૛࢙࣐ࢊࣂࢊ࢘ࢊࣂ࢔࢏
ࢾ׬ = ࢘ ࢘ࢊ · ׬ ࢾ ࣂ ࣂࢊ · ࢾ׬ ࣐ ࣐ࢊ ൌ ૚

Cylindrical   =  (૜ሺ࢘ࢾ
૚

࢘
ሻࢠሺࢾሺ࣐ሻࢾሺ࢘ሻࢾ

૜ࢾ׬ ࢘ · ࢘ࢊ · ࣐ࢊ࢘ · ࢠࢊ ൌ ࢾ׬ ࢘ ࢘ࢊ · ׬ ࢾ ࣐ ࣐ࢊ · ׬ ࢾ ࢠ ࢠࢊ
=  1.
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Now if we go back to the Coulomb field,

સ ·
ො࢘
࢘૛

ൌ ૝࣊ࢾ૜ሺ࢘ሻ સ ૚

࢘
= - ො࢘

࢘૛

સ૛ ૚

࢘
=  - ૜ሺ࢘ሻࢾ4࣊

The above equations also can be applied to the 
separation Vector .

ࢺ ૚

श
ൌ െ शෝ

श૛
૛ࢺ      ; ૚

श
ൌ െ૝࣊ࢾ૜ሺशሻ
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The mathematical theory of Vector Fields

Here we want to prove that through the laws of 
electricity and magnetism and the  boundary conditions, 
there always exists a unique vector field as the solution.

We want to find out, to what extent is a vector field 
determined by it divergence and curl?  Namely if 

સ · ࡲ ൌ ࡰ and સ ൈ ࡲ ൌ ࡯ are known

Can we determine the vector field ࡲ	ܡܔ܍ܝܙܑܖܝ?

(1) Does ࡲ exist?

(2) Is it unique?

If the source is known, can we determine the field?
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First we will show that ࡲ does exist.

Let         ࡲ ൌ െસࢁ൅ સ ൈࢃ

where 

ࢁ ࢘ ൌ
૚
૝࣊

න
ሺ࢘ᇱሻࡰ

࢘ െ ࢘′
′࣎ࢊ

	

ࢂ

ࢃ ࢘ ൌ
૚
૝࣊

න
ሺ࢘ᇱሻ࡯

࢘ െ ࢘′
′࣎ࢊ

	

ࢂ

Now take the divergence of ࡲ,  સ · ࡲ ൌ െસ૛ࢁ



8/29/2016

12

8/24/16
C

h
ap. 1 V

ector A
n

alysis

67

સ · ࡲ ൌ െࢺ૛ࢁ ൌ െ
૚
૝࣊

නࡰሺ࢘ᇱሻࢺ૛
૚
श

′࣎ࢊ

=  
૚

૝࣊
ࡰ׬ ࢘ᇱ ૝࣊ࢾ૜ ࢘ െ ࢘ᇱ D(࢘ሻ =′࣎ࢊ

When we take the curl of ࡲ, we have

સ ൈ ࡲ ൌ સ ൈ સ ൈࢃ ൌ െસ૛ࢃ൅ સ સ · ࢃ

0

െસ૛ࢃ ൌ െ
૚
૝࣊

න࡯ሺ࢘′ሻ · સ૛
૚
श

′࣎ࢊ

૜ሺ࢘ࢾሺ࢘ᇱሻ࡯׬  = െ ࢘′)d࣎ᇱ ൌ ሺ࢘ሻ࡯	

So the function ࡲ	ܜܛܑܠ܍	‼!
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The uniqueness of the vector field of a particular 
boundary condition is more difficult to prove.

If the derivative of the C function is finite everywhere, 
then the solution F is unique. 
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Scalar and vector potentials

Finally we will review briefly two specific vector fields 
that are commonly encountered in this course.

Curl-less field    

સ ൈ ࡲ ൌ ૙							܍ܚ܍ܐܟܡܚ܍ܞ܍

ࡲ ൌ െࢁࢺ⟹

׬ ࡲ · ࢒ࢊ
࢈
ࢇ 	 independent of path		⟹

රࡲ · ࢒ࢊ ൌ ૙⟹

A conservative field
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Divergence-less field

સ · ࡲ ൌ ૙ everywhere

ࡲ ൌ સ ൈࢃ⟹

׬ ࡲ · ࢇࢊ
	
࢙ independent of the surface, 

and only depends on the boundary of S.
⟹

රࡲ · ࢇࢊ ൌ ૙⟹

Do Problem 1-55 in class.


